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Abstract

Equilibrium indeterminacy due to economies of scale (ES) in financial intermediation is quantitatively examined in a monetary business-cycle environment. Financial intermediation provides deposits which serve as a substitute for currency to purchase consumption, and depositing decisions are susceptible to non-fundamental shocks to confidence. The analysis considers various assumptions on nominal rigidities and the timing of deposit decisions. The results suggest that indeterminacy arises for small degrees of ES, and the resulting confidence shocks qualitatively mimic monetary shocks. A calibration exercise concludes that US economic volatility from this non-fundamental source has increased over time while volatility from fundamental sources has decreased.
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1. Introduction

The role of extrinsic uncertainty (animal spirits, sunspots, etc.) continues to generate interest as a source of economic fluctuations.\(^1\) If the economy can fluctuate independently of fundamentals, then there may exist a role for policy makers to reduce these fluctuations and improve welfare. Research in this literature has generally focused on externalities in the production sector as a source of extrinsic uncertainty. This paper investigates a decidedly different source: financial intermediation. Hughes and Mester (1998) and others find empirical evidence of significant individual-bank level economies of scale (henceforth, ES) for banks of all asset sizes.\(^2\) Similar to production externalities, ES can potentially deliver local indeterminacy in general equilibrium models by giving rise to self-fulfilling beliefs. Nonetheless, there has been little quantitative research on the impact of extrinsic uncertainty from financial intermediation in DSGE environments.

The economic environment studied here features multiple mediums of exchange as in Freeman and Kydland (2000) and financial intermediaries similar to Cooper and Corbae (2002). Consumption in the model can be purchased with currency and capital deposit balances (i.e. checks). Financial intermediaries accept deposits from households and offer loans to firms, but also offer check-writing services and thereby provide an endogenously determined broad monetary aggregate.\(^3\) It is assumed that intermediaries possess a technology such that the cost to managing deposits is a decreasing function of aggregate deposits. This technology can become a source of indeterminacy in a perfectly-competitive intermediary sector when these changes in costs influence the effective return on deposits. In particular, allowing for the return on deposits to be subject to extrinsic uncertainty implies that the household’s composition of money balances as well as the price level are also subject to

---


\(^2\) Other supporting analyses are by Berger and Mester (1997), Hughes et al. (2001), and Bossone and Lee (2004).

\(^3\) The endogenous distinction between narrow and broad monetary aggregates has also been explored by Ireland (1994).
extrinsic uncertainty.

The intuition on how ES in intermediation delivers indeterminacy is straightforward. Starting from a particular equilibrium path, suppose households begin to believe that the deposit holdings of other households will increase (decrease) and are therefore optimistic (pessimistic) about the market returns to deposits. Since households are aware that the depositing decisions of others influence their own cost of deposits, the belief that other households will increase (decrease) their deposit holding induces them to hold more (less) deposits which effectively decreases the cost of deposits. Therefore, changes in beliefs concerning the size of the deposit market take the form of (self-fulfilling) sunspot shocks.4

The impact of indeterminacy arising from financial intermediation is explored in two versions of the model. In the first version, nominal wages are assumed to be rigid and deposits chosen in the current period can purchase current consumption. Given this timing assumption on deposits, the impact of the extrinsic uncertainty induced by ES in intermediation is predominantly nominal. Nominal wage rigidity therefore links the nominal fluctuations to real fluctuations and deliver belief-induced business-cycle responses.5 In the second version, all prices are assumed to be perfectly flexible and only deposits chosen in the previous period can purchase current consumption. While the absence of nominal rigidities shuts down the channel through which extrinsic uncertainty impacts the real economy in the previous version of the model, the deposits-in-advance assumption delivers a forward-looking component which impacts real investment since deposits are comprised of physical capital.6

---

4This intuition is almost exactly the same as that laid out in the productive externality literature (e.g. Benhabib and Farmer, 1994), where household optimism (pessimism) of market returns to labor induce higher (lower) employment and wages.
5This choice of nominal wage rigidity follows the conclusion of Christiano et al. (2005) that this rigidity is the key friction linking nominal shocks to the real economy.
6While the timing assumption on deposits and whether or not nominal frictions are considered delivers four models to consider, the models explored here are most relevant to the present topic. In particular, an environment with perfectly-flexible prices and currently chosen deposits being used to purchase current consumption allows households to almost completely assuage any impact of a monetary shock, resulting in neither monetary or sunspot shocks having any real impact. In addition, an environment with nominal wage rigidity and only previously chosen deposits being used to purchase consumption results in a bifurcation even when the intermediary sector does not exhibit ES. While interesting, this version of the model is beyond the scope of the present analysis.
The results are as follows. First, with the size of the intermediary sector calibrated to US data, indeterminacy arises for very small degrees of ES in the intermediation sector. Second, since sunspot and monetary shocks both influence the trade off between deposits (inside money) and currency (outside money), the economy’s response to these shocks are qualitatively similar. These results are consistent across both versions of the model and are therefore unaffected by the assumptions placed on nominal frictions or timing of deposits in the environment. Finally, standard deviations of the fundamental and non-fundamental processes were calibrated for both versions of the model so the predicted volatility of key macroeconomic variables matches post-war US data. This calibration exercise concludes that volatility from non-fundamental sources has increased over time while volatility from fundamental sources such as productivity and monetary policy has decreased.

The results presented here can be related to several literatures. With respect to the literature on indeterminacy via the production sector, this paper shows that indeterminacy from a different source is possible without extreme degrees of ES or unusual parameter values. With respect to the literature on equilibrium banking crises, this paper shares the same intuition for self-fulfilling beliefs and the non-fundamental shocks considered here could be interpreted as small-scale crises. However, this analysis assumes that only a portion of the capital stock is intermediated (as opposed to all capital), and is the first to quantitatively assess the degree of ES needed to deliver local indeterminacy and assess the impact of the resulting non-fundamental shock in a relatively standard business-cycle environment. Finally, the present analysis is related to Dressler (2011) which uses an analytically tractible model with ES in the intermediary sector to study the link between equilibrium indeterminacy and endogenous monetary policy. Dressler (2011) concludes that whenever the monetary authority predetermines the nominal interest rate via a backward-looking Taylor rule, it

\footnote{The degree of increasing returns needed for indeterminacy in models with one productive sector \cite[e.g. Farmer and Guo (1994) and Gali (1994)]{Farmer1994} far exceeds the empirical estimates of Basu and Fernald (1997). Wen (1998) shows that the degree can be much smaller when applied to capital utilization. Furthermore, Farmer (1999) shows that indeterminacy arises in cash-in-advance economies only when households exhibit weak degrees of intertemporal substitution. See Benhabib and Farmer (1999) for an overview of these issues.}
predetermines the market returns of deposits and effectively shuts down equilibrium indeterminacy arising from intermediation for any degree of ES. This result also holds in the more sophisticated versions of the environment examined here. While this might be viewed as a shortcoming of the present analysis, it should be noted that any monetary policy which permits contemporaneous movements in the nominal interest rate would be unable to shut down this channel of equilibrium indeterminacy. Since these types of monetary policies either give rise to their own source of indeterminacy (see Carlstrom and Fuerst, 2001) or unnecessarily complicate the analysis, we restrict attention to exogenous monetary policy.8

The paper is organized as follows. Section 2 presents the model. Section 3 analyzes the model dynamics. Section 4 concludes.

2. The Model and Equilibrium

Two versions of the environment are considered. The first version assumes nominal wage rigidity and that deposits chosen in the current period can be used for current assumption. The second version assumes perfectly-flexible prices and that only previously chosen deposits can be used for current consumption. We will refer to these two versions as the rigid wage (RW) and flexible wage (FW) models, respectively. The RW model is laid out in detail, and then the differences in the FW model are described.

2.1. The RW Model

Time is discrete and the horizon is infinite. The economy is populated by a continuum of households indexed by \( i \in [0, 1] \) which supply differentiated labor, a continuum of industries indexed by \( j \in [0, 1] \) which produce differentiated goods and have a large number of perfectly-competitive firms within each industry, a large number of financial intermediaries,

---

8For example, any policy resembling actual Federal reserve operations which allows the effective interest rate to move within a specified range around a predetermined target would be unable to predetermine the returns to deposits and therefore be unable to shut down this channel of indeterminacy.
and a monetary authority. Differentiating households allows the model to exhibit nominal wage rigidity, while differentiating goods allows the model to endogenously split consumption between goods purchased with currency and deposits. The model contains enough symmetry to allow the analysis to focus on a representative household $i$, and a single firm in representative industry $j$.

**Households**

The preferences of household $i$ are given by

$$E_0 \sum_{t=0}^{\infty} \beta^t u \left( c^i_t, h^i_t \right),$$

where $c^i_t$ is a composite consumption good, $h^i_t = \int_0^1 h^i_{jt} dj$ is labor supply across industries, and $\beta \in (0, 1)$ is the discount rate.

Household $i$ begins period $t$ with physical capital $k^i_t$ and nominal currency $M^i_t$. Every household receives a lump-sum transfer $T_t$ of currency from the monetary authority, and buys / sells nominal bonds $B^i_t$ which are zero in net supply and earn a gross nominal return $1 + R_t$. The household then deposits $d^i_t$ of its capital into a financial intermediary earning a gross real return $r_{dt}$, and lends $a^i_t = k^i_t - d^i_t$ directly to firms earning a gross real return $r_t$.

Both deposits and currency can be used to purchase consumption. As in the standard cash-in-advance model, previously held currency can costlessly purchase consumption goods. Deposits are transfers of capital to the intermediary and pay interest, but bear a real cost $\gamma$ for each good purchased. This cost can be interpreted as a per-check processing cost.

In order to expedite the description of the environment, we now describe how composite consumption gets endogenously separated between goods purchased with currency and deposits. Let composite consumption be given by

$$c^i_t = \min \left( \frac{c^i_{jt}}{2j} \right),$$
where $c_{jt}^i$ denotes household $i$’s consumption of good $j$.\(^9\) This expression delivers the amount of each type $j$ good for a given amount of total composite consumption.

\[ c_{jt}^i = 2jc_t^i \]

Equation (3) states that goods with index numbers closer to zero (one) make up a relatively smaller (larger) portion of total consumption.\(^10\) Since goods with low index numbers are purchased in small quantities, the check-writing cost $\gamma$ associated with using deposits becomes prohibitively expensive and these goods are therefore purchased with currency. Conversely, goods with high index numbers are purchased in large enough quantities that the interest earned on the deposits makes it optimal to pay $\gamma$ and purchase these goods with checks. Since $j$ has continuous support, there exists a specific good type where the household $i$ is indifferent between making the purchase with currency or deposits because they offer the same return. Denote this good type $j_i^{is}$. In what follows, this critical good index becomes a choice of the household and delivers an endogenous separation between currency and deposit goods.\(^11\) In particular, the use of money balances deliver the conditions

\[ \frac{M_t^i + T_t^i - B_t^i}{P_t} \geq \int_{0}^{j_i^{is}} c_{jt}^i dj = j_i^{is2}c_t^i, \]

\[ d_t^i \geq \int_{j_t^i}^{1} c_{jt}^i dj = (1 - j_t^{is2})c_t^i, \]

where $P_t$ denotes the price of composite consumption as well as capital (and capital deposits).

Household $i$ is a monopoly supplier of type-$i$ labor which is sold to all firms. Since households substitute imperfectly for one another in production, they sell their labor in a monopolistically-competitive market. Household $i$ sets the nominal wage $W_{jt}^i$ offered to a

---

\(^9\)It should be noted that (2) is equivalent to a standard CES-type Armington aggregate of differentiated goods where the goods are perfect compliments and weighted according to their index number $j$. This simplifying expression was also used by Freeman and Kydland (2000) and Dressler (2007).

\(^10\)It is also the case that (2) delivers $\int_0^1 c_{jt}^i dj = c_t^i$.

\(^11\)While $j_t^*$ is simply posited in this environment, it can be derived from a general version of the environment. These details are contained in an appendix available from the authors upon request.
representative firm from industry $j$ (henceforth, firm $j$), and supplies labor such that it satisfies firm $j$’s demand taking all prices as given. It is assumed that the household faces a quadratic cost when adjusting its nominal wage as in Rotemberg (1982),

$$\frac{\phi}{2} \left[ \frac{W_{jt}^i}{\pi W_{jt-1}^i} - 1 \right]^2,$$

where $\phi > 0$ governs the size of the real adjustment cost and $\pi$ denotes the gross, long-run inflation rate.

The flow budget constraint of household $i$ is given by

$$c_i^t + \frac{M_{i+1}^i}{P_t} + k_{i+1}^i + \gamma (1 - j_{t}^{i*}) + \int_0^1 \frac{\phi}{2} \left[ \frac{W_{jt}^i}{\pi W_{jt-1}^i} - 1 \right]^2 dj$$

$$\leq \int_0^1 \frac{W_{jt}^i}{P_t} h_{jt}^i dj + r_t a_i^t + r_d d_i^t + \frac{R_t B_t^i + M_t^i + T_t}{P_t}$$

where $\gamma (1 - j_{t}^{i*})$ denotes the total cost of using deposits, and $a_i^t = k_i^i - d_i^i$.

**Production**

A representative type-$j$ firm hires differentiated labor from households and aggregates them into a homogeneous labor input $h_{jt}$ using the CES technology:

$$h_{jt} = \left( \int_0^1 h_{jt}^{i*} \, di \right)^{\frac{\xi}{\xi+1}},$$

where $\xi \geq 0$ denotes the elasticity of substitution between labor types.\(^{12}\)

The production technology for type-$j$ output is a CRS function of capital and homogeneous labor: $y_{jt} = f (z_t, k_{jt}, h_{jt})$, where $z_t$ denotes exogenous total factor productivity which is identical across firms and evolves according to $z_t = \kappa z + \rho z_{t-1} + \varepsilon_{zt}$ with $\varepsilon_{zt} \sim N (0, \sigma^2_z)$.

\(^{12}\)One could establish an equivalent environment where an additional production sector aggregates labor and sells homogeneous labor units to good producing firms as in Erceg et al. (2000). Allowing firms to hire heterogeneous labor is employed here to streamline the environment.
Profits of a representative type-\( j \) firm are given by

\[
P_{jt} y_{jt} + (1 - \delta - r_t) P_t k_{jt} - \int_0^1 W_{jt}^i h_{jt}^i d_i
\]

where \( P_t \) is taken as given.

A representative type-\( j \) firm chooses \( k_{jt} \) and \( h_{jt}^i \) in order to maximize profits (8) subject to (7). A profit-maximizing firm equates the marginal product of each input with its marginal cost.

\[
f_{k_j}(z_t, k_{jt}, h_{jt}) = r_t - 1 + \delta
\]

\[
f_{h_j}(z_t, k_{jt}, h_{jt}) P_t = \left( \frac{h_{jt}^i}{h_{jt}} \right)^{\frac{1}{\xi}} W_{jt}^i, \forall i
\]

Defining the left-hand side of (10) to be firm \( j \)'s nominal wage index \( W_{jt} \) illustrates firm \( j \)'s demand for type-\( i \)'s labor,

\[
h_{jt}^i = \left( \frac{W_{jt}}{W_{jt}^i} \right)^{\xi} h_{jt},
\]

which is the standard outcome of models with nominal-wage rigidity (e.g. Erceg et al., 2000).

**Financial Intermediaries**

Financial intermediaries accept capital deposits from households and frictionlessly loan them to firms. It is assumed that economies of scale exist at the aggregate level and are external to the individual intermediary. Furthermore, it is assumed that capital loans from intermediaries and households are perfect substitutes to the firms. These assumptions result in perfectly competitive deposit and loan markets.

Let the profit function of a representative intermediary be given by

\[
r_t d_t - r_{dt} d_t - C (d_t, \bar{d}_t),
\]
where \( d_t \) denotes real deposits, \( \bar{d}_t \) denotes real deposits of the entire intermediary sector, and \( C (d_t, \bar{d}_t) \) denotes real operating costs.\(^{13}\) Let \( C (d_t, \bar{d}_t) = \Gamma d_t \bar{d}_t^\theta \). It is assumed that the intermediary takes \( r_t, r_{dt}, \) and \( \bar{d}_t \) as given and chooses \( d_t \) to equate marginal costs with benefits.

\[
(13) \quad r_{dt} = r_t - \Gamma \bar{d}_t^\theta
\]

The cost function of the intermediary exhibits ES for \( \theta < 0 \) and (13) suggests that the rate of returns on deposits is an increasing function of the aggregate amount of deposits (all else constant).

It should be noted that this description assumes ES at the aggregate level and is at odds with the empirical evidence of ES at the individual-bank level. However, one could arrive at (13) by assuming a single monopoly bank who receives zero profits due to the threat of free entry and therefore uses average-cost pricing.\(^{14}\) This point mirrors the equivalence between internal (external) increasing return in production with non-competitive (competitive) markets pointed out by Benhabib and Farmer (1994).\(^{15}\)

The Monetary Authority

The budget constraint of the monetary authority is \( T_t = M_{t+1} - M_t \), where \( M_{t+1} \) denotes the aggregate stock of currency (the monetary base) available at the end of period \( t \). The currency base evolves according to \( M_t = \mu_t M_t \) where \( \mu_t \) denotes the gross growth rate. Monetary policy is assumed to be conducted exogenously such that money growth evolves according to \( \mu_t = \kappa_{\mu} + \rho_{\mu} \mu_{t-1} + \varepsilon_{\mu t} \) with \( \varepsilon_{\mu t} \sim N \left( 0, \sigma_{\mu}^2 \right) \).

\(^{13}\)It is assumed for simplicity that intermediaries have no minimum reserve requirements. Requiring fractional reserves does not change any of the results. Furthermore, note that since processing costs are passed on to households in equation (6), \( \gamma \) does not appear in (12).

\(^{14}\)This cost structure is a variant of Cooper and Corbae (2002). The key difference is that this cost structure allows for local indeterminacy around a unique steady state as opposed to multiple steady states.

\(^{15}\)We wish to thank an anonymous referee for bringing this to our attention.
2.2. Equilibrium

Household $i$’s Problem

Household $i$’s problem is to maximize (1) subject to (4), (5), (6) and (11) by choosing $c_i^t, j_i^{i^*}, B_i^t, d_i^t, M_{i+1}^t, k_{i+1}^t$, and $W_{j_i^t}, \forall j$ taking all prices and the state of the economy as given. After some manipulation of the optimal conditions determining $j_i^{i^*}, B_i^t, \text{ and } d_i^t$, it can be shown that

\begin{equation}
(r_t - r_{dt}) + \frac{\gamma}{2j_i^{i^*}c_i^t} = R_t
\end{equation}

where the left (right) -hand side is the opportunity cost of using deposits (currency) to purchase good $j_i^{i^*}$. In particular, recall that the size of the purchase is $c_i^t = 2j_i^{i^*}c_i^t$. The first term on the left-hand side is the foregone interest from depositing this real amount with the intermediary as opposed to direct capital investment, while the second term is the check-writing cost. The right-hand side is the foregone interest from using currency as opposed to investing in bonds. This equation confirms the assumption made above that the critical good $j_i^{i^*}$ is chosen such that the household is indifferent between purchasing this particular good with deposits or currency because the costs are equal. Therefore, goods indexed with $j$ less (greater) than $j_i^{i^*}$ will be purchased with currency (deposits). When substituting (13) into (14), it can further be shown that

\begin{equation}
\Gamma d_i^t + \frac{\gamma}{2j_i^{i^*}c_i^t} = R_t.
\end{equation}

This equation suggests that in the presence of ES ($\theta < 0$), there is a negative relationship between aggregate deposits and $j_i^{i^*}$ (all else constant). In other words, a larger amount of aggregate deposits decreases the per-deposit cost and makes purchasing a larger portion of goods with deposits more attractive. Since the aggregate amount of deposits is not explicitly chosen by the households, the individual depositing decision becomes susceptible
to non-fundamental fluctuations.

**Market Clearing and Definition of Equilibrium**

Households face identical elasticities regarding their labor demand ($\xi$) and firms are perfectly competitive within each industry. The analysis can therefore restrict attention to symmetric labor and goods market equilibria and treat household $i$ as a representative household and firm $j$ as a representative firm (i.e. $W^i_{jt} = W_t, h^i_{jt} = h_t$, and $c^i_j = c_t$).

Goods market clearing is

\begin{equation}
   y_t = c_t + k_{t+1} - (1 - \delta) k_t + \Gamma d_t^{1+\theta} + \gamma (1 - j^*_t) + \frac{\phi}{2} \left[ \frac{W_t}{\pi W_{t-1}} - 1 \right]^2,
\end{equation}

where $y_t = \int_0^1 (2j) y_{jt}dj$ conforms with composite consumption. Capital market clearing is given by $k_t = \int_0^1 k^j_t dj$.

Currency market clearing is $M_t = m_t$. A broader monetary aggregate can be defined as the nominal sum of currency and deposits,

\begin{equation}
   M_{1t} = M_t + P_t d_t = M_t \left( 1 + \frac{P_t d_t}{M_t} \right),
\end{equation}

where the third equality defines $M1$ as the product of the currency base and the endogenously determined money multiplier. Zero-net supply in the bond market implies $B_t = 0$.

The decision rules and pricing functions can be defined as functions of $k_t$, $W_{t-1}$, $\mu_t$, and $z_t$. When the economy is subject to equilibrium indeterminacy, agents also base their decisions upon a non-fundamental sunspot shock $\zeta_t$. Therefore, for all \{\{k_t, W_{t-1}, \mu_t, z_t, \zeta_t\}\}, an equilibrium is defined as a list of prices \{\{P_t, r_t, r_{dt}, W_t, R_t\}\} and allocations \{\{k_{t+1}, M_{t+1}, h_t, c_t, j^*_t, d_t, B_t\}\} such that: (i) households maximize (1) subject to (4), (5), and (6), (ii) firms maximize profits (8) subject to (7), (iii) labor demand is determined by (11), (iv) all individual quantities are equal to their respective aggregates (e.g. $d_t = \bar{d}_t$), and (v) the markets for goods (16), currency, bonds, and deposits clear.
2.3. The FW Model

The flexible wage (FW) model differs from the RW model in two ways. First, wages are assumed to be perfectly flexible (i.e. $\phi = 0$). The FW model retains the industry structure and substitutability among heterogeneous labor ($\xi$) to keep the two versions of the model as comparable as possible. Second, only deposits made in the previous period can be used to purchase consumption. This effectively transforms the deposit constraint (5) into a deposits-in-advance constraint, and the depositing decision for next period ($d_{t+1}$) must now be tracked independently of the capital decision ($k_{t+1}$). In particular, the budget constraint of the household becomes

\[(18) \quad c^i_t + \frac{M_{i+1}^i}{P_t} + a_{t+1}^i + d_{t+1}^i + \gamma (1 - j^i_t^*) \leq \int_0^1 W^i_j h^i_t d_j + r_t a^i_t + r_d d^i_t + \frac{R_i B^i_t + M^i_t + T_t}{P_t},\]

where $k_{t+1}^i = a_{t+1}^i + d_{t+1}^i$. Household $i$’s problem is to maximize (1) subject to (4), (5), (18) and (11) by choosing $c^i_t$, $j^i_t$, $B^i_t$, $d_{t+1}^i$, $M_{t+1}^i$, $a_{t+1}^i$, and $h^i_t$, $\forall j$ taking all prices and the state of the economy as given. All other features of the environment remain unchanged.

3. Quantitative Analysis

This section begins by detailing the functional forms and model calibration used by the RW and FW models. A search is then conducted for a subset of the parameter space where the model dynamics are indeterminate. The dynamic properties of the models within these indeterminacy zones are then analyzed. This section concludes with a calibration exercise determining the relative sizes of the fundamental and non-fundamental sources of volatility using US data.
3.1. Functional Forms and Calibration

The functional forms and parameter values are determined following the business-cycle literature (e.g. Cooley and Hansen, 1989) and so the resulting steady states of the models match particular long-run properties of the US economy. All parameter values are summarized in Table 1.

A period is one quarter. The discount parameter $\beta$ is calibrated to 0.99 so the annual real interest rate is roughly 4 percent, and the money growth rate $(\mu - 1)$ is set to 3 percent annually. The persistence of money growth shocks $(\rho_{\mu})$ is set to 0.32 as in Christiano (1991) and Fuerst (1992).

Steady state output is normalized to one, and investment is set to one quarter of steady state output. With a 10 percent depreciation rate, the capital stock to annual output ratio is 2.5. The production function is assumed to be $y = zk^{\alpha}h^{1-\alpha}$, and $\alpha$ is calibrated so labor’s share of national income is roughly two-thirds. The persistence of technology shocks $(\rho_{z})$ is set to 0.95 as in Prescott (1986).

The utility function is assumed to be $(c^{\eta}(1-h)^{1-\eta})^{1-V}/(1-V)$. The parameter $\eta$ is calibrated so a household’s average allocation of time to market activity (net of sleep and personal care) is one-third which is in line with estimates of Ghez and Becker (1975). $V$ is set to 2 which is within the range reported by Neely et al. (2001).

The parameter $\xi$ is calibrated so the average mark-up of type $i$ labor is five percent as in post-war US data (see Christiano et al., 2005). In the RW model, the cost parameter governing nominal wage changes ($\phi$) corresponds to an average wage duration of 3 quarters.\(^{16}\) The FW model assumes $\phi = 0$.

The three remaining parameters define the costs of managing deposits ($\Gamma$ and $\theta$), and check-writing ($\gamma$). Since $\theta$ is central to indeterminacy, it is analyzed separately below. Given a value for $\theta$, the parameters $\Gamma$ and $\gamma$ are pinned down so the model’s steady state matches the US deposit-currency ratio and the value added of the financial intermediation sector.

\(^{16}\text{See Chugh (2006) for a mapping from Rotemberg-style costs to Calvo-style rigidity.}\)
Table 1: Calibrated Parameter Values

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>capital’s share</td>
<td>0.3421</td>
</tr>
<tr>
<td>β</td>
<td>discount factor</td>
<td>0.9900</td>
</tr>
<tr>
<td>δ</td>
<td>depreciation rate</td>
<td>0.0241</td>
</tr>
<tr>
<td>ζ</td>
<td>consumption’s share</td>
<td>0.3783</td>
</tr>
<tr>
<td>V</td>
<td>risk aversion</td>
<td>2</td>
</tr>
<tr>
<td>ξ</td>
<td>labor elasticity</td>
<td>20</td>
</tr>
<tr>
<td>φ</td>
<td>wage cost parameter</td>
<td>6.03&lt;sup&gt;a&lt;/sup&gt;, 0.00&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>ρ&lt;sub&gt;z&lt;/sub&gt;</td>
<td>AR coefficient (z)</td>
<td>0.95</td>
</tr>
<tr>
<td>ρ&lt;sub&gt;μ&lt;/sub&gt;</td>
<td>AR coefficient (μ)</td>
<td>0.32</td>
</tr>
<tr>
<td>θ</td>
<td>banking cost parameter</td>
<td>-0.01</td>
</tr>
<tr>
<td>γ</td>
<td>check-clearing cost</td>
<td>8.15e⁻⁶</td>
</tr>
<tr>
<td>Τ</td>
<td>banking cost parameter</td>
<td>1.75e⁻²</td>
</tr>
</tbody>
</table>

Notes:  
<sup>a</sup> Value for RW model  
<sup>b</sup> Value for FW model

The deposit-currency ratio is defined as \( dP/M \) and set to 7. This ratio is close to the post-war minimum considering that two-thirds to three-quarters of the US currency base is held abroad (see Porter and Judson, 1996), and is similar to the measure considered by Freeman and Kydland (2000) and Dressler (2007). Value added is defined as total banking costs per unit of output \( \left( \left[ \Gamma d^{l+θ} + γ (1 - j^*) \right] / y \right) \), and serves as a proxy for the size of the intermediation sector. Diaz-Gimenez et al. (1992) compute the value added from ‘banking and credit agencies other than banks’ to be 1.8 to 2.7 percent of GNP for the years 1970 to 1989 (Table 3a). More recent data from the NIPA reports the value added as a percentage of real GDP for all depository institutions to lie within the range 2.5 to 2.9 for the years 1987 to 1997. While these value added measures have remained relatively constant, it is not clear how much value added should be exhibited by the simple intermediaries considered here. This information will therefore serve as an upper bound for the size of the financial intermediary sector.
3.2. Economies of Scale and Indeterminacy

While a concave cost function is sufficient for banks to exhibit ES in textbook models of banking (e.g. Freixas and Rochet, 1997), it may not be sufficient for indeterminacy in quantitative models because the size of the banking sector is small relative to the aggregate economy. The equilibrium properties of the RW and FW models over values of $\theta$ and the value added of the intermediary sector are illustrated in Figure 1. The solid line separates the zones of the parameter space resulting in determinate and indeterminate equilibria for both models.\footnote{This exercise uses values of $\theta$ and value added (used along with a specified deposit-currency ratio to calibrate $\Gamma$ and $\gamma$) distributed over a fine grid. The model is solved for each point in this space, and the resulting eigenvalues are used to determine whether the resulting equilibrium is determinate or indeterminate.} Although the models differ with respect to nominal wage rigidity and the timing of the deposit decision, these features of the environment have no influence on the ability of ES in the intermediary to exhibit indeterminacy. As the size of the intermediation sector increases in either model, the minimum (absolute value) of $\theta$ required for indeterminacy decreases.\footnote{It should be noted that the amount of value added at the point where the indeterminacy zone reaches $\theta = 0$ is the maximum amount allowable before the model calibration delivers a negative value for either $\gamma$ or $\Gamma$. Since the deposit-currency ratio is fixed, there exists a negative relationship between the size of the intermediary and the parameters delivering value added.}

Given the amounts of ES and value added required for indeterminacy from the figure, the quantitative analysis proceeds with a conservative degree of ES for both versions of the model: $\theta = -0.01$. With this degree of ES, the minimum value added delivering indeterminacy is approximately 1.15 percent. This value added amount is used with $\theta$ and the previously specified deposit-currency ratio to calibrate $\gamma$ and $\Gamma$ which are reported in Table 1.

3.3. Model Results

The models are solved following the methodology of Lubik and Schorfheide (2003). When a model exhibits indeterminacy, the rational expectations forecast errors of the agents can be decomposed into influences from the fundamental and non-fundamental shocks. While the non-fundamental shock is interpreted as a reduced-form sunspot shock, an additional
Figure 1: Pairs of value added and $\theta$ which deliver indeterminate and determinate equilibria for the FW and RW models.
assumption is needed to uniquely identify the transmission of the fundamental shocks on the forecast errors. The analysis considers both identification schemes proposed by Lubik and Schorfheide: *orthogonality* and *continuity*. Under orthogonality, the influences of the fundamental and non-fundamental shocks are uniquely identified by assuming that they are orthogonal to each other. Under continuity, the fundamental shocks are identified by imposing that their influence on the endogenous forecast errors do not abruptly change when the economy transitions from regions of determinacy to indeterminacy. The benefit of the continuity assumption is that since the chosen degree of ES in the model lies close to the boundary between determinacy and indeterminacy, the determinate dynamics of the model in response to fundamentals are preserved under indeterminacy. Considering both identification schemes allows the analysis to assess the effect of the sunspot shock on the economy, as well as how ES in banking influences the impact of the fundamental shocks.

In order to focus the analysis, this section compares the impulse responses from only monetary and sunspot shocks. While TFP shocks will be important for the calibration portion of the analysis, the impulse responses from a TFP innovation in this environment do not drastically differ from standard DSGE environments.

**Rigid Wage (RW) Model**

The response to positive (one-percent) monetary and sunspot shocks for the RW model are illustrated in Figure 2. First consider a monetary shock under continuity which is depicted by the dashed line. An injection of currency increases the inflation rate and makes deposits more attractive than currency (i.e. \( j_t^\ast \) decreases). The increase in deposits results in a further increase in prices due to more currency being used to purchase less consumption. The decline in real wages due to nominal rigidity increases labor demand and all other real aggregates. In the period following the shock, inflation decreases but prices remain above steady state along with the portion of consumption purchased with deposits (i.e. \( j_t^\ast \) remains below steady state). Real wages remain below steady state, so real aggregates remain above.
Eventually, the paths of prices and nominal wages align, so real aggregates return to steady state.

Under orthogonality, the initial impact of a monetary shock is qualitatively similar to the impact under continuity. Movements in prices, M1, and \( j_t^* \) all illustrate that deposits become more attractive. However, since the orthogonality solution assumption implies that there is no impact of the change in deposits on the forecast errors (which would otherwise be observed due to a non-fundamental shock), the initial impact of a monetary shock is diminished. In the following period, prices decline below steady state resulting in currency becoming more attractive. As households choose to hold less deposits, the net return to deposits declines. This results in a persistent shift away from deposits, illustrated by the persistent increase in \( j_t^* \) and the persistent decrease in M1, but the amount of total capital received by firms has no persistent changes because the direct and indirect loan markets offset each other. Therefore, the persistence is apparent in nominal variables while the real economy again returns to steady state once nominal wages and prices align.

The final set of responses in Figure 2 illustrate the impact of the sunspot shock. The real impact of a sunspot shock is approximately one-half the size of a monetary shock under continuity and three-quarters the size under orthogonality. These responses appear qualitatively similar because monetary and sunspot shocks both impact the household’s portfolio choice of cash and deposits. A sunspot shock induces an increase in deposits due to an anticipated decrease in deposit costs, resulting in deposits dominating currency for a larger portion of consumption purchases. The increase in deposits delivers an increase in M1 and prices. The resulting decline in real wages increases the demand for labor and further results in increases in all other real aggregates. In the following period, the increase in deposits keeps the net return high and delivers persistence in deposits, M1, and \( j_t^* \). Although nominal aggregates continue to remain far from steady state, nominal wages and prices eventually align so the real economy converges to its initial state.
Figure 2: Impulse responses to a one percent increase in the monetary base (M Shock) and the reduced-form sunspot shock (S Shock) in the model with nominal wage rigidity (RW model). The Y-axes denote percentage changes from steady state. Impulse responses calculated under the orthogonality (continuity) assumption are denoted with O (C).
Flexible Wage (FW) Model

The response to positive (one-percent) monetary and sunspot shocks for the FW model are illustrated in Figure 3. As in the RW model, these three responses are qualitatively similar. However, the channel through which the monetary and sunspot shocks impact this flexible-price economy are different than in the RW model because it is the persistence of the monetary shocks which delivers the impact, while the purely transient sunspot shocks influence a forward-looking depositing decision.\(^{19}\)

The impulse responses of a monetary shock under continuity closely follow those from a standard cash-in-advance monetary model. In a textbook cash-in-advance economy, an increase in inflation induced by a monetary shock makes households substitute from consumption (\emph{cash goods}) to investment and leisure (\emph{credit goods}). Although consumption is not entirely purchased with currency in this environment, a similar substitution prevails and total consumption and labor both decrease while investment increases. Not only is there an initial decrease in total consumption, but also a decrease in the portion purchased with currency (i.e. \(j^*_t\) decreases). In the period following the shock, the new deposit decision reverses the inflation created by the monetary shock and all real variables roughly return to their pre-shock levels. The real impulse responses of a monetary shock under orthogonality are qualitatively similar to those under continuity, only smaller in magnitude again due to the inability of the deposit decision to influence the forecast errors.

In contrast to the RW model, the sunspot shock in the FW model has the largest impact on the economy. Since households cannot immediately adjust their deposit holdings upon the arrival of a sunspot shock, they choose to increase investment in order to have more deposits next period. This result, combined with the decline in consumption and labor, resembles the \emph{cash good} versus \emph{credit good} substitution depicted in the response to a monetary response under continuity. Not only is consumption declining immediately after the arrival of the

\(^{19}\)As in the textbook CIA model, purely transient monetary shocks have no quantitative impact on this economy.
sunspot shock, but the decline in \( j_t^* \) indicates that the portion of consumption purchased with currency is also declining. These decisions both deliver upward pressure on prices which initially increases the inflation rate. In the following period, the change in deposits goes into effect and a new portfolio of cash goods and deposit goods is attained. Note that since a higher amount of deposits requires a higher amount of investment, the new deposit decision results in a slight increase in output above steady state which persists for several periods.

When comparing these results with the RW model in Figure 2, it is important to note the different avenues through which a sunspot shock is impacting the economy. In the RW model, the sunspot shock directly impacts the nominal variables and the real effects are due to the presence of nominal wage rigidity. In the FW model, the sunspot shock has roughly the same impact on nominal variables as in the RW model, but the real effects are due to the forward-looking behavior of the depositing decision and the impact it has on investment. While it is interesting to note that both versions of the model qualitatively display almost identical nominal responses to a sunspot shock, the differences in nominal frictions and deposit timing deliver real responses which are qualitative opposites.
Figure 3: Impulse responses to a one percent increase in the monetary base (M Shock) and the reduced-form sunspot shock (S Shock) in the model with flexible wages (FW model). The Y-axes denote percentage changes from steady state. Impulse responses calculated under the orthogonality (continuity) assumption are denoted with O (C).
Fundamental and Non-Fundamental Volatility: A Calibration Exercise

The analysis has thus far compared the impact of fundamental and non-fundamental shocks without considering their relative size. Empirically speaking, if the non-fundamental shocks are small relative to the fundamental shocks, then what is the motivation for considering them? This issue is addressed here via a calibrating exercise which determines the shock volatilities such that the predicted volatilities of key macroeconomic aggregates from the model match those of post-war US data.

The empirical targets chosen to calibrate the exogenous volatilities are the standard deviations of real GDP, the monetary base, and M1 over the range 1959:1 to 2007:4. While the choice of real GDP volatility is central to identifying exogenous TFP, the other two targets were chosen to best identify the exogenous monetary and non-fundamental shocks. Since the model is without durable goods, fiscal policies, and international sectors, real GDP is defined to be the sum of nondurable consumption, services, and investment.\(^\text{20}\) In addition, due to the Great Moderation and the widely known observation that the variability in real output growth and inflation has significantly declined since the mid-1980s, the calibration exercise uses 1984:1 as a break date.\(^\text{21}\)

The standard deviations of real GDP, the monetary base, and M1 are 1.93, 0.83, and 1.62 prior to 1984, and 1.19, 1.24, and 2.31 afterward. While the decline in the variability of real GDP as defined here coincides with the observation of the Great Moderation, the variability of the monetary base and M1 increase over the break date.

The calibration exercise uses numerous simulations of the model economy to determine the standard deviations of exogenous TFP ($\sigma_z$), exogenous monetary growth ($\sigma_\mu$), and the

\(^{20}\)The data for output was constructed as the sum of (i) Real Personal Consumption Expenditures: Nondurable Goods (PCNDGC96) and Services (PCESVC96), and (ii) Real Gross Private Domestic Investment (GDPIC96). The data for the monetary base was the currency component of M1 (CURRSL), while M1 was defined to be the currency component of M1 plus demand deposits (CURRDD). All data is seasonally adjusted and available from the Federal Reserve of St. Louis database for the range 1959:1 to 2007:4. Monthly data was made quarterly by taking monthly averages, and trends were removed using the HP filter.

\(^{21}\)While making no contribution to the Great Moderation literature in particular, the choice of the break date helps to assess how these relative volatilities have changed throughout the post-war US economy.
exogenous non-fundamental shock ($\sigma_\zeta$) which minimizes the squared distance between the empirical volatilities and the respective predicted volatilities from the model.\textsuperscript{22} The results are detailed in Table 2. The calibrated TFP volatility is quite similar across the RW and FW models, and is stable across the continuity versus orthogonality solution assumptions. In addition, the decline in TFP volatility across the 1984 break date is again consistent with observations on the Great Moderation. The calibrated monetary growth volatility is similar to the TFP volatility insofar that the measure is stable across the two models and solution assumptions, but increases across the 1984 break date. This is a direct result of the increase in monetary base volatility observed over the break date in the data. The main purpose of this exercise, however, is to see how these fundamental sources of volatility compare to the non-fundamental source. First, with the exception of the FW model data prior to 1984, the non-fundamental volatility is the largest of the three sources. Second, the orthogonality assumption slightly increases the non-fundamental volatility due to the dampened impact of exogenous monetary growth volatility as seen in Figures 2 and 3. Third, the increase in the non-fundamental source of volatility over the 1984 break date far surpasses the increase in exogenous monetary growth volatility and is the largest source of volatility over all model versions and solution assumptions. These results suggest that not only is economic volatility from non-fundamental sources just as large as the economic volatility from fundamental sources, but that the non-fundamental source has increased in the latter portion of post-war US data. It should be noted that all calibration results reported in the table achieved the targeted volatility moments within 0.0002.

Sensitivity Analysis

A sensitivity analysis was performed on the degree of ES in the intermediary sector ($\theta$) and the value added of the intermediary sector. To get a sense of $\theta$ from the data, taking

\textsuperscript{22}The calibration exercise is very similar to a simulated method of moments exercise, only with an identity matrix replacing an inverted variance-covariance matrix.
Table 2: Calibration of Fundamental and Non-Fundamental Variances

<table>
<thead>
<tr>
<th></th>
<th>Pre 84</th>
<th>Post 84</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma_z \times 1000$</td>
<td>$\sigma_\mu \times 1000$</td>
</tr>
<tr>
<td>RW Model$^a$</td>
<td>11.0 / 6.5</td>
<td>5.1 / 7.7</td>
</tr>
<tr>
<td>RW Model$^b$</td>
<td>11.0 / 6.5</td>
<td>5.1 / 7.7</td>
</tr>
<tr>
<td>FW Model$^a$</td>
<td>11.4 / 7.1</td>
<td>5.2 / 7.8</td>
</tr>
<tr>
<td>FW Model$^b$</td>
<td>11.4 / 7.1</td>
<td>5.2 / 7.8</td>
</tr>
</tbody>
</table>

Notes: $^a$Model solved assuming continuity  
$^b$Model solved assuming orthogonality

the log of (13) delivers

$\log (r_t - r_{dt}) = \log (\Gamma) + \theta \log (d_t),$

where the left-hand side is the logged-spread between real lending and deposit rates, and the right-hand side is the log-linearized version of the marginal intermediary cost. Estimating (19) over post-war US data delivers values of $\theta$ reported in Table 3.\textsuperscript{23} For the full data sample, $\theta$ is estimated to be $-0.87$ and is significantly less than zero. The point estimate is lower in the earlier subsample ($-5.66$), but not significantly different than the full-sample estimate at the 95 percent confidence level. The estimate in the later subsample is significantly higher than the full-sample estimate ($-0.30$), but still significantly less than zero at the 90 percent confidence level.\textsuperscript{24} While this simple exercise is far from concrete evidence supporting ES in the financial intermediary sector, it supports the conservative choice of $\theta = -0.01$ used throughout the analysis and provides a less arbitrary value of $\theta$ to be considered.

The impulse responses illustrated in Figures 2 and 3 were compared to the model results

\textsuperscript{23}The spread between lending and deposit rates was taken to be the spread between the prime lending rate (series name: MPRIME) and the 3 month Tbill rate (series name: TB3MS), while real deposits were defined as the sum of M1: demand deposits and M1: other checkable deposits (series names: DD.US and OCD.US) deflated by the GDP deflator (series name: GDPDEF). The annualized interest rate data was transformed into gross, monthly rates, and trends were removed from all variables using the HP filter. All monthly data was transformed to quarterly by taking three-month averages. The data sample from 1959:1 to 2007:4 is available from the Board of Governors of the Federal Reserve System. Considering up to two lagged dependent variables was sufficient to render white noise residuals for all cases.

\textsuperscript{24}The data was split at 1979:1 due to a change in Federal Reserve policy which changed many business-cycle correlations (see Gavin and Kydland, 1999). The latter half of the sample was analyzed without the volatile period 1979:2-1983:4 due to the non-borrowed reserves targeting experiment by the Fed.
### Table 3: Economies of Scale Estimates

<table>
<thead>
<tr>
<th>Data</th>
<th>$\theta$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1959:1-2007:4</td>
<td>$-0.8666$</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>(0.3139)</td>
<td></td>
</tr>
<tr>
<td>1959:1-1979:1</td>
<td>$-5.6641$</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>(2.5143)</td>
<td></td>
</tr>
<tr>
<td>1984:1-2007:4</td>
<td>$-0.3024$</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>(0.1574)</td>
<td></td>
</tr>
</tbody>
</table>

**Notes:** Standard errors are in parentheses.

using $\theta = -0.87$ and the value added amounts reported in Table 2, as well as a minimum amount of value added (1.05 percent) which accommodates the higher degree of ES. These choices approximately span the indeterminacy zones of the two models. When the impulse responses of the models with these alternative parameter choices were compared with the benchmark results, the maximum differences across all impulse responses were 0.0075 percent and 0.0059 percent for the RW and FW models, respectively. The small change in the impulse responses over degrees of ES is because the intermediary sector is a small part of the overall economy due to the small amount of value added. This exercise suggests that only a particular degree of ES is required in order to make the economy susceptible to sunspot shocks. Once this degree of ES is met, there is not much quantitative difference whether the degree is small or large.

### 4. Conclusion

This paper quantitatively assesses the economic effects of indeterminacy resulting from ES in the financial intermediation sector. A monetary model with multiple mediums of exchange features financial intermediaries which exhibit economies of scale through decreasing marginal costs to managing deposits, and is assessed with and without nominal wage rigidity and different timing assumptions on the use of deposits. With the size of the financial intermediary sector calibrated to match US data, the analysis suggests that indeterminacy arises for small degrees of ES in the intermediary sector, and the resulting confidence shocks
can qualitatively mimic monetary shocks. A calibration exercise concludes that US economic volatility from non-fundamental sources has increased over time while volatility from fundamental sources has decreased.

These results warrant some discussion. First, while not directly adding to the controversy in the empirical literature on ES in intermediation, the analysis suggests that the degree of ES required to give rise to equilibrium indeterminacy can be small and therefore difficult to accurately estimate. The stability of the quantitative results with respect to the degree of ES (i.e. the value of $\theta$), unfortunately makes this model unsuitable for precisely estimating $\theta$. The results nevertheless suggest that belief-induced shocks to financial intermediation can have large effects. Second, while the simple calibration exercise performed here suggests that non-fundamental sources of economic volatility can be relatively large, it is not clear whether or not this conclusion would hold up in a model with a larger variety of fundamental shocks (e.g. preference shocks, cost-push shocks, investment shocks, etc.). Finally, with respect to the recent financial crisis in the US, the predictions of the RW model to a negative sunspot shock are not dissimilar to the observed declines in the US economy. One possible extension of the model is to increase the role of banking through bank-dependent firms or holders of collateral needed to acquire loans. In the latter case, extrinsic uncertainty could then have an impact on the value of collateral and may have a persistent impact on the credit structure of the economy. These research directions are currently being explored.
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